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Influential models on visual perception assume that there is a precedence of low over
high spatial frequencies (SFs) in the processing time course of the visual input, that is,
a coarse-to-fine (CtF) encoding. Additionally, hemispheric asymmetries for strategies
of SF processing have been shown. A CtF processing would be favored in the right
hemisphere, whereas the reverse fine-to-coarse (FtC) processing would be favored in
the left hemisphere. In the current article, we aimed to behaviorally investigate which
temporal strategy, that is, CtF or FtC, each brain hemisphere performs to integrate SF
information of human faces. To address this issue, we conducted a male—female
categorization task using the divided visual field paradigm; CtF and FtC brief dynamic
sequences of faces were presented in the left, right, and central visual fields. Results of
the correct response time and the inverse efficiency score showed an overall advantage
of CtF processing for face categorization, irrespective of the visual field of presentation.
Error rate data also highlights the role of the right hemisphere in CtF processing. Here,
we provide evidence at the behavioral level for a general and nonlateralized precedence
of the default CtF strategy carried out by the visual system to encode faces, a complex

stimulus with ecological value.
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fine, fine-to-coarse

The human face is a special class of visual
stimulus because of its biological and social
relevance. Evolutionary and environmental
pressures pushed the visual system to develop
efficient strategies to encode facial information.
Thus, there is a whole field devoted to under-

standing how visual information is processed
and integrated during face perception. From a
neurobiological point of view, neurophysiolog-
ical data indicate that cells of the primary visual
cortex decompose the visual input mainly in
terms of spatial frequencies (SFs; i.e., periodic
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variations of luminance through space) and ori-
entations. More and more complex computations
are subsequently performed by higher level areas
along the ventral visual stream, until visual infor-
mation is integrated to yield high-level face rep-
resentations in inferior temporal cortices (de
Valois, Albrecht, & Thorell, 1982; Hubel & Wi-
esel, 1968; Poggio, 1972). However, it is not clear
exactly how sensorial low-level information such
as SF is integrated in high-order cognitive repre-
sentations during face perception.

Influential and recent models of visual per-
ception assume that the visual system integrates
SF information following a predominantly
coarse-to-fine (CtF) processing strategy (Bar,
2003, 2007; Bar et al., 2006; Bullier, 2001;
Hegdé, 2008; Kauffmann, Ramanoél, & Peyrin,
2014; Marr, 1982; Schyns & Oliva, 1994). Ac-
cording to these models, low SFs, which convey
coarse information about a visual stimulus, are
rapidly processed via fast magnocellular path-
ways, enabling a coarse parsing of the visual
input. This initial low-pass analysis is subse-
quently refined by the extraction of detailed
information contained in high SFs, conveyed
more slowly through parvocellular pathways.
Evidence of such CtF processing has been
found in studies using a wide variety of visual
stimuli: sinusoidal gratings (Breitmeyer, 1975),
hierarchical forms (Navon, 1977), hybrid im-
ages (Schyns & Oliva, 1994), natural scenes
(Kauffmann, Chauvin, Guyader, & Peyrin,
2015; Musel, Chauvin, Guyader, Chokron, &
Peyrin, 2012), and human faces (Z. Gao &
Bentin, 2011; Goffaux et al., 2011; Halit, de
Haan, Schyns, & Johnson, 2006; Vlamings,
Goffaux, & Kemner, 2009). Therefore, the lit-
erature supports the CtF strategy as a general
and default integration mode performed by the
visual system to process SF information.

However, many studies showed that the strat-
egy of SF processing is flexible and that a CtF
processing strategy can be reversed in favor of
a fine-to-coarse (FtC) strategy, depending on
factors such as task constraints (e.g., Oliva &
Schyns, 1997; Schyns & Oliva, 1994; Schyns &
Oliva, 1999) and hemispheric specialization.
For example, Peyrin et al. (2005) conducted an
fMRI study to investigate how the brain hemi-
spheres integrate SF information during scene
perception. Pairs of scene images were pre-
sented in succession for 100 ms and separated
by a time gap of 400 ms. The pairs of images

were presented in either a CtF (a low-pass scene
followed by a high-pass scene) or FtC sequence
(a high-pass scene followed by a low-pass
scene). For fMRI data analysis, the authors used
a direct interhemispheric comparison method to
address hemispheric asymmetries during CtF
and FtC scene processing. This method enables
the assessment of whether activity in regions of
one hemisphere differs from activity in homol-
ogous regions of the opposite hemisphere ac-
cording to the experimental conditions. Results
showed that CtF sequences elicited greater ac-
tivation within the right than left occipito-
temporal cortex, whereas FtC sequences elicited
greater activation in the left than right occipito-
temporal cortex. These results thus suggested a
right-hemispheric predominance for CtF pro-
cessing and a left-hemispheric predominance
for FtC processing.

These results are supported by other studies
suggesting a functional brain asymmetry to pro-
cess SF information. Sergent (1982) first pro-
posed that the right hemisphere is more efficient
in processing low SFs, whereas the left hemi-
sphere is more efficient in processing high SFs.
A large empirical framework further supported
this hypothesis (e.g., dos Santos, Andrade, &
Fernandez Calvo, 2013; Musel et al., 2013; Re-
invang, Magnussen, & Greenlee, 2002). Inter-
estingly, past studies also showed SF asymme-
try for face processing (de Moraes, Sousa, &
Fukusima, 2014; Perilla-Rodriguez, de Moraes,
& Fukusima, 2013; Sergent, 1985). Overall,
previous studies on SF processing and hemi-
spheric functional asymmetries led us to won-
der about the temporal integration of SF to
encode human faces in the brain hemispheres.

Despite the general assumption that SF pro-
cessing is time-dependent, most of the past
studies on SF processing during face perception
used long stimuli exposure duration or did not
directly address the CtF hypothesis (Eger,
Schyns, & Kleinschmidt, 2004; Gauthier,
Curby, Skudlarski, & Epstein, 2005; lidaka, Ya-
mashita, Kashikura, & Yonekura, 2004; Vuil-
leumier, Armony, Driver, & Dolan, 2003).
Some insights about this issue were provided in
a recent fMRI study using a slow event-related
design conducted by Goffaux et al. (2011). In
this study, participants viewed intact- or scram-
bled-phase versions of filtered faces containing
low, middle, or high SFs presented for 75, 150,
or 300 ms and subsequently masked. They per-
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formed an intact-scrambled manual categoriza-
tion task. Face-preferring areas (bilateral fusi-
form face area [FFA], superior temporal sulci,
anterior inferotemporal cortex, and right occip-
ital face area) were identified with an indepen-
dent functional localizer. Data showed that the
bilateral FFA, superior temporal sulci, and an-
terior inferotemporal cortex robustly responded
more strongly to low SFs at 75 ms. This re-
sponse to low SFs decayed with face exposure
duration, mostly at the 150-ms condition. Con-
versely, in the 150-ms or 300-ms condition (de-
pending on the face-sensitive site), response to
high SFs increased. These results therefore sug-
gested that a CtF integration of SF information
was favored within face-selective cortex. Im-
portantly for our purpose, the results did not
reveal any hemispheric asymmetry in the strat-
egy of SF processing for face encoding within
these regions. However, these authors did not
directly compare activity in homologous face-
selective regions of each hemisphere according
to the experimental conditions, as performed in
the study of Peyrin et al. (2005). It is therefore
not guaranteed that both hemispheres process
SF information in a predominantly CtF fashion
during face processing.

The present study aimed to examine, at the
behavioral level, the strategy of SF processing
favored during face categorization, and explicitly
considered potential hemispheric asymmetries in
this process. A behavioral experiment is interest-
ing because the relatively low temporal resolution
(i.e., sampling rate) of fMRI may impair investi-
gations on the processing time course of rapid
sensorial and cognitive operations (Amaro &
Barker, 2006). In addition, neurophysiological
data do not always represent the behavioral out-
put.

In order to investigate strategies of SF pro-
cessing during face encoding, we used se-
quences of filtered faces adapted from previous
studies on scene perception (Kauffmann et al.,
2015; Musel et al., 2012). These sequences
mimic the default CtF or the reverse FtC se-
quence of SF processing, in order to impose
either of these two processing strategies while
participants performed a categorization task. In
order to address hemispheric asymmetries,
these stimuli were presented in a divided visual
field. This classic experimental paradigm en-
ables behavioral investigations on functional
brain asymmetry. It consists of brief lateralized

presentations of the stimulus. The anatomical
structure of the visual system validates the ap-
proach, as the right hemisphere initially pro-
cesses a stimulus projected in the left visual
field (LVF), and the left hemisphere initially
processes a stimulus projected in the right visual
field (RVF; see Bourne, 2006).

We used the divided visual field method to
present SF filtered faces in CtF and FtC brief
sequences in the LVF, RVF, and central visual
field (CVF). The participants performed a male—
female categorization task while response latency
and accuracy were recorded. Our task aimed to
behaviorally tackle high-level vision. The male—
female categorization is a real-world-based task
with ecological value, and it is more complex than
the “intact vs. scrambled” task in Goffaux et al.
(2011; although it was well-suited for the fMRI
design). The displayed sequences, besides simu-
lating the visual system operation, samples more
SFs than most studies, which generally use a sin-
gle filter for each extreme in the SF domain.

Based on previous data suggesting a predom-
inant CtF processing strategy for face percep-
tion (Goffaux et al., 2011), we expected that
stimuli depicting a CtF sequence would be cat-
egorized faster overall than those depicting a
FtC sequence in a face categorization task. Fur-
thermore, if the strategy of SF processing for
face encoding varies according to the brain
hemisphere predominantly involved to perform
the task, we would expect better performances
to categorize CtF and FtC sequences presented
in the LVF and in the RVF, respectively.

Method
Participants

Thirty-two right-handed students with nor-
mal or corrected-to-normal vision were re-
cruited at the University of Sdo Paulo. Two
students failed the acuity test as assessed by a
Snellen chart (visual acuity below 6/7.5), and
another was considered ambidextrous when
evaluated by the Edinburgh Inventory (Oldfield,
1971). Thus, 29 subjects (16 females) took part
in the study (mean age = 22.9 years, SD = 4.6;
mean score in Edinburg Inventory = 84.7,
SD = 18.8). None of them had neurological or
ocular disorders. All participants read and
signed the Statement of Consent approved by
the local Research Ethics Committee.
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Stimuli

Forty images of faces (half females) posing in
frontal view and with neutral expressions were
extracted from the Karolinska Directed Emotional
Faces (KDEF) database (Lundqvist, Flykt, & Oh-
man, 1998). Facial cues that could enhance the
contribution of specific SFs to the task (e.g., wrin-
kles, blemishes, pimples, scars) were removed us-
ing Photoshop 7.0 (Adobe Systems Inc., San Jose,
CA, USA). The faces were gray-scale transformed
and inserted into a 256 X 256 pixel-size quadrant.
Viewed at 85 cm, the images subtended a visual
angle of 5.8 X 5.8 degrees and the faces them-
selves encompassed about 4.0 degrees of visual
angle. An egg-shaped mask in uniform medium
gray superimposed external features (e.g., hair,
ears, neck).

The filtering process was performed using
MATLAB 7.9.0 (Mathworks Inc., Sherborn, MA,
USA) as implemented by Kauffmann et al.
(2015). Each image was filtered by six Gaussian
bandpass filters with central frequencies set at 4,
5.6, 8, 12, 17, and 24 cycles per image (cpi), with
a standard deviation of 4.3 cpi, which corresponds
to 0.7, 1, 1.4, 2, 2.9, and 4.1 cycles per degree
(cpd), with a standard deviation of 0.7 cpd. We
removed SF information below 1.2 cpi (0.2 cpd)
and normalized the luminance (i.e., mean lumi-
nance of 128 on a 256 gray-level scale) among the
filtered faces. The central frequencies used to cre-
ate the stimuli composing the image sequences
were based on a previous study by Kauffmann et
al. (2015). These central frequencies encompass
SF ranges critical to different tasks and models of
processing identified in previous studies on face
perception literature (e.g., Boutet, Collin, &
Faubert, 2003; Parker & Costen, 1999; Schyns &
Oliva, 1999; Watier, Collin, & Boutet, 2010). The
central frequencies of the bandpass filters were not
linearly spaced but followed a logarithmic scale.'
This was done in order to obtain a better sampling
of the amplitude spectrum of natural stimuli such
as faces, in which amplitude decreases as SF in-
creases (“1/f’ shape; Field, 1987), and a better
sampling of low SFs with more filters centered on
low SFs (see Kauffmann et al. [2015] for more
details on the filtering procedure, and for a similar
approach, see Willenbockel et al. [2010]).

We used the filtered versions of the stimuli to
create brief dynamic sequences. The six filtered
versions of each face were assembled to create
a sequence. They were presented in succession

going from lower to higher SFs (CtF se-
quences), or vice versa (FtC sequences). Thus,
only the order of presentation differentiated CtF
from FtC sequences. The sequences lasted 141
ms, and each one of the six filtered faces was
displayed for an average time of 23.5 ms (re-
fresh rate set at 85 Hz) on a 19-in. CRT monitor.
Figure 1 shows examples of the stimuli used.

Procedure and Experimental Design

The experimental procedure was performed
in an individual and single session in a dark and
adapted room. Instructions were given by the
researcher and the computer screen, and empha-
sized the importance of fixating at the central
fixation point during the stimulus presentation.

Each trial began with the presentation of a
central fixation point for 500 ms in order to
drive the participant’s gaze to the screen center.
It was immediately followed by a dynamic se-
quence lasting 141 ms. The sequences could be
presented either in the LVF, RVF, or CVF, in a
CtF or FtC succession. When the stimulus was
presented lateralized, the face’s inner edge was
2.5° of visual angle distant from the fixation
point, which was still displayed on the screen.
In addition, the opposite hemifield was filled by
a mask at the same size and eccentricity of the
stimulus and presented for the same time pe-
riod. This procedure improves fixation control
over trials by avoiding that attention driven to a
unilaterally presented stimulus initiates a sac-
cade toward it? (Carpenter, 1988). Next, the
same mask covered the stimuli area for 35 ms to

! The logarithmic scale used to define central frequencies
of the filters was given by f, = f,/X*, where f, is the highest
central frequency, X is the geometric separation between
each filter central frequency, and k is the filter number from
high to low frequency.

2 Eye movements were not recorded in this experiment.
However, it is possible to safely rely on the experiment output
when employing the appropriate controls even when an eye-
tracking device is not available (see Bourne, 2006). Our ex-
periment controlled saccadic-related variables such as eccen-
tricity, degrees of visual angle of stimulus width, randomized
hemifield presentation, fixation cue, and exposure time. In
particular, the exposure time plays a key role in saccade
occurrence. Mean saccadic latencies range from 150 ms to 200
ms, and only 2% of the latencies occur before 150 ms (Car-
penter, 1988). We conducted a follow-up study monitoring the
gaze location that support our view; SF filtered faces in a
divided visual field were presented using very similar param-
eters to the present study, and around 5% of the trials were
invalidated due inaccurate gaze, which is a quite acceptable rate.
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12 cpi

5.6 cpi

24 cpi
(4.1 cpd)

* Standard deviation of 4.3 cpi (0.7 cpd)

17 cpi
(0.7 cpd) (1 cpd) (1.4 cpd) (2 cpd) (2.9 cpd)
Figure 1. Example of the six spatial-frequency filtered versions that originated from a

full-bandwidth image along with the information of their central frequency measured in
cycles/image width (cpi) and cycles/degree of visual angle (cpd). One stimulus consisted of
a brief succession of the filtered faces going from lower (left side) to higher (right side) spatial
frequencies in the coarse-to-fine condition, or in the opposite direction going from higher to
lower spatial frequencies in the fine-to-coarse condition (KDEF stimulus ID: AMOSNES, with

permission from Karolinska Institute).

prevent retinal persistence. The masks were
built in order to have a 1/f amplitude spectrum,
where f'is the SF, and a random phase spectrum
to match the amplitude spectrum of natural
stimuli such as faces, in which amplitude de-
creases with SF following a 1/f function® (Field,
1987; Tolhurst, Tadmor, & Chao, 1992). Thus,
we ensured that the amplitude spectrum of the
mask was similar to the mean amplitude spec-
trum of the face stimuli, and masked low SFs as
efficiently as high SFs. At the mask offset,
participants had to categorize the face as male
or female as fast and as accurately as possible.
Figure 2 illustrates one trial. The answer was
given by pressing a blue or red button with the
index or middle finger, depending on the re-
sponse category (button positions were counter-
balanced across participants). An RB-730 re-
sponse pad (Cedrus Corp., San Pedro, CA,
USA) registered the response and its latency
during a maximum time gap of 1,500 ms. The
following trial started just after the response.
All faces from the original stimuli set were
presented twice in each condition. Thus, the 3
(Visual Field) X 2 (Sequences) design had 80
trials per experimental condition, totaling 480
trials, randomly presented within and among

conditions, plus 36 training trials at the begin-
ning of the experiment. Stimuli used for training
were not part of the experiment. The entire exper-
iment lasted approximately 15 min. E-Prime (Psy-
chology Software Tools Inc., Pittsburg, PA, USA)
displayed the stimuli and collected the data.

Results

We first analyzed the error rate (ER) and the
response time (RT) for categorizing the faces.
For the RT analysis, only correct responses and
latencies inside the boundaries of two standard
deviation units of the average correct RT in
each condition for each participant were consid-

3 In fact, the amplitude spectra of natural images, such as
faces or landscapes, decays as a function of SF falling in a
form 1/f*, with « ranging from 0.7 to 2 (Field, 1987;
Tolhurst et al., 1992). More importantly, the amplitude
spectra of the KDEF database follows a form 1/f1°' (Wu,
Xu, Dayan, & Qian, 2009). It is thus possible that some face
stimuli actually contained more low SFs than the mask,
which could have resulted in a less efficient masking of low
SFs in these stimuli for the FtC condition. Thus, adopting
o = 1.61 in future studies when using the KDEF database
could improve backward masking, especially when it comes
to low SFs.
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Stimuli
Location: left, right or center

Fixation Sequence: coarse-to-fine or fine-to-coarse

141 ms (6 x 23.5 ms)

Figure 2.

Backward masking Response

up to 1500 ms

Time

Illustration of one trial. A fixation screen was followed by the stimulus—a

coarse-to-fine or fine-to-coarse dynamic sequence that was presented in the left, right, or
central visual field and immediately backward-masked. At the mask offset, participants must
categorize the face as male or female as fast and as accurately as possible (KDEF stimulus ID:
AFOINES, with permission from Karolinska Institute).

ered. This procedure excluded 19.89% trials for
judgment errors and omissions and 3.67% for
extreme values, totaling 23.56% of the overall
trials. A two-way repeated-measures ANOVA
(o = .05) was performed with Visual Field
(LVF, RVF, and CVF) and Sequence (CtF and
FtC) as within-participant factors for both ER
and RT. We used the Bonferroni adjustment for
multiple comparisons. Statistical analyses were
conducted with SPSS PASW 18 (IBM - SPSS
Inc., Hong Kong, China). Figures 3a and 3b
show the mean ER and the mean RT along
standard errors of the mean for each experimen-
tal condition.

The ANOVA performed on ER revealed a
significant main effect of Visual Field, F(2,
56) = 62.33, p < .001, 3 = .69. Participants
made less errors when the faces were presented
in the CVF (mean * standard error [SE] =
12.63% = 1.05%) compared with lateralized
presentations (LVF = 23.43% = 1.60%;
RVF = 22.59% = 1.64%; p < .001 in both
comparisons). There was no main effect of Se-
quence, F(1, 28) = 1.01, p = .324, v} = .04.
However, there was an interaction between Vi-
sual Field and Sequence, F(2, 56) = 3.49, p =
.037, "qg = .11. Further comparisons revealed
that when stimuli were presented in the LVF,
participants were more accurate in categorizing
faces in a CtF than FtC sequence (CtF =
22.03% = 1.77%; FtC = 24.83% * 1.64%;p =
.027), whereas no difference was found between
CtF and FtC sequences when stimuli were dis-
played in the RVF (CtF = 22.37% = 1.66%;
FtC = 22.80% = 1.82%; p = .711) or in the
CVF (CtF = 13.32% = 1.09%; FtC = 11.94%
* 1.20%; p = .154).

The ANOVA performed on RT also revealed
a significant main effect of Visual Field, F(2,
56) = 23.39, p < .001, my; = .46. Participants
categorized the faces more rapidly when they
were presented in the CVF (405 ms = 15 ms)
than in the LVF (439 ms = 17 ms) and RVF
(439 ms = 18 ms; p < .001 in both compari-
sons). There was a marginal main effect of
Sequence, F(1, 28) = 3.89, p = .058, "q% = .12,
favoring categorization of CtF (425 ms * 16
ms) over FtC (430 ms * 17 ms) sequences. The
interaction between Visual Field and Sequence
was not significant, F(2, 56) = 0.01, p = 991,
< .01.

We also analyzed the inverse efficiency score
(IES), proposed by Townsend and Ashby
(1978). The IES combines the ER and the RT in
a single dependent variable. Besides summariz-
ing behavioral findings, the IES circumvent
speed—accuracy trade-offs and individual differ-
ences in strategy (e.g., one is concerned with
just speed or accuracy). The IES is computed
individually per condition as follows: IES =
RT/(1 — ER), expressed in milliseconds. Figure
3c shows the mean IES and the standard error of
the mean for each experimental condition.

The IES received the same statistical treat-
ment as the ER and RT. The ANOVA per-
formed on IES revealed a significant main effect
of Visual Field, F(2, 56) = 67.91, p < .001,
My = .71. As expected, the efficiency in cate-
gorizing faces was greater in the CVF (CVF =
464 ms = 16 ms; LVF = 577 ms *£ 22 ms;
RVF = 571 ms * 24 ms; both comparisons
with p < .001). The main effect of Sequence
reached significance, F(1, 28) = 4.23, p = .049,
M = .13, showing that face categorization was
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Figure 3. Averages of (a) error rate, (b) correct response
time, and (c) inverse efficiency score for dynamic coarse-
to-fine (CtF) and fine-to-coarse (FtC) sequences of faces
presented in the left (LVF), central (CVF), and right visual
field (RVF). Error bars indicate the standard error of the
mean.

more efficient in CtF (531 ms = 20 ms) than
FtC (544 ms = 20 ms) sequences. The interac-
tion between Visual Field and Sequence was not
significant, F(2, 56) = 1.98, p = .148, m; = .07
(Greenhouse-Geisser corrected, € = .80).

In short, the analysis of ER showed an inter-
action: When presentation occurred in the LVF,
categorizations of CtF sequences were more
accurate than categorization of FtC sequences,
whereas there was no difference between cate-
gorization of CtF and FtC sequences when pre-
sented in the CVF or RVF. Results regarding
the RT in the LVF showed the same pattern, but

with no significant difference, as is shown by
the flattened bars in Figure 3b. Both IES and RT
analysis evidenced no interaction between the
Sequence and Visual Field factors. However,
IES and RT showed a significant effect and a
strong trend toward significance, respectively,
for the main factor of Sequence, with an overall
advantage for CtF processing irrespective of the
brain hemispheres.

Discussion

The present behavioral study aimed to pro-
vide supplementary arguments in favor of a
predominantly CtF processing strategy carried
out by the visual system to encode faces. We
additionally examined whether this predomi-
nant CtF processing strategy could be reversed
in favor of a FtC processing strategy, depending
on the brain hemisphere used to perform the
task. For this purpose, we implemented the di-
vided visual field method. Our results, as mea-
sured by RT and IES, showed an overall better
efficiency in categorizing faces (male vs. female
categorization) in a CtF than in a reverse FtC
sequence, regardless of the visual field of pre-
sentation.

First, this overall CtF advantage suggests that
the visual system initially extracts low SFs con-
veyed by fast magnocellular pathways and
builds a coarse face representation. This repre-
sentation is later on refined by high SFs con-
veyed by slower parvocellular pathways. These
data are consistent with a previous fMRI study
conducted by Goffaux et al. (2011), wherein
most face-sensitive sites produced a CtF activa-
tion in the brain hemispheres. Therefore, the
previously mentioned study and our data agree
that temporal integration of SF for face encod-
ing is primarily unidirectional and stable across
the brain hemispheres. Therefore, there is no
evidence of an inversion in the temporal pro-
cessing of SF in the left hemisphere as was
found by Peyrin et al. (2005). In that study, FtC
sequences of scenes revealed greater activation
within the left occipito-temporal cortex; the
right side revealed the default CtF preference.

Previous investigations on face encoding that
did not consider functional brain asymmetry
support the CtF model. A previous behavioral
investigation also found a CtF pattern for face
categorization using fixed temporal constraint
conditions and a psychophysical response vari-
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able rather than dynamic sequences and re-
sponse latencies. Participants performed a sam-
e—different face recognition task. Pairs of faces
were presented simultaneously, one above the
other, for 250, 500, or 800 ms. Vertical align-
ment prevented hemispheric differences. One of
the faces contained a broad range of SFs, and
the other contained high or low SFs. The A,
signal detection index was greater for recogni-
tion of low-SF faces when compared with
high-SF faces at the higher temporal constraint
condition, 250 ms. However, results showed no
difference in the 500-ms and 800-ms exposure
time conditions (Z. Gao & Bentin, 2011, Exper-
iment 1). Similarly, electrophysiological studies
report a CtF order of encoding. An experiment
implementing a passive paradigm presented
fearful and neutral faces containing high and
low SFs for 500 ms, with a random interstimu-
lus interval (1,600 to 1,800 ms). Results of the
P1 and N170 ERPs showed that besides playing
a core role in brain response to fear, low SFs are
processed before high SFs for face encoding
(Vlamings et al., 2009, Experiment 1). In an-
other ERP study, famous faces were filtered in
four SF bands: high SF, low SF, high-and-low
SF by superimposition, and high-and-low SF
scrambled noise as control. Stimuli were pre-
sented during 120 ms with a random inter-
stimulus interval (1,000 to 2,000 ms) in a
background that maintained similar spectral
energy among conditions. Participants per-
formed a yes—no face detection task. Results
of the N170 for low-SF faces showed larger
amplitude and quicker peak latency when
compared with high-SF faces (Halit et al.,
2006). Altogether, these studies and our re-
sults suggest that face categorization follows
a CtF integration order.

As a secondary result, the ER data showed
that when presentation occurred in the LVF,
participants were more accurate in categoriz-
ing CtF sequences. It suggests that the right
hemisphere predominantly performs this
strategy. This CtF advantage might be related
to the holistic processing performed by the
right hemisphere to encode faces (Jacques &
Rossion, 2015; Maurer et al., 2007; Renzi et
al., 2013; Rossion et al., 2000). Holistic pro-
cessing emerges very early during face pro-
cessing (Ramon & Rossion, 2012; Richler,
Mack, Gauthier, & Palmeri, 2009) and relies
on low SFs (Collishaw & Hole, 2000; Gof-

faux, 2009; Goffaux, Hault, Michel, Vuong,
& Rossion, 2005; Goffaux & Rossion, 2006;
however, see Collin, Rainville, Watier, &
Boutet, 2014). Therefore, taking together the
results of RT, IES, and ER, we can assume
that both brain hemispheres preferentially in-
tegrate SF information in a CtF order, and that
this process may be more pronounced in the
right hemisphere.

Outside the scope of face perception, the
present study supports influential and general
CtF models on visual perception (e.g., Bar,
2003; Bullier, 2001; Marr, 1982). Here, we pro-
vide a behavioral contribution to the field by
issuing laterality effects. In addition, we used
a complex stimulus, the human face. Besides
its biological and social relevance, the human
face advantageously seems to be more sensi-
tive to SF than other visual stimuli. Selective
extraction of SF facial information impairs
the execution of specific tasks more markedly
than for most visual stimuli. For example, low
SFs are essential for configural representa-
tion, facial identity relies on intermediate
SFs, and perception of local elements is based
on high SFs (Collin, Liu, Troje, McMullen, &
Chaudhuri, 2004; Goffaux, Gauthier, & Ros-
sion, 2003; Yue, Tjan, & Biederman, 2006).

However, our assumptions are restricted to a
single task: a male—female categorization. An
alternative to the fixed and unidirectional CtF
model, the diagnostic approach, states that dif-
ferences in the task or in the stimulus drive the
selection of specific SF ranges by the visual
system. The diagnostic approach assumes a
flexible usage of different spatial scales, even in
early stages of visual processing, because they
carry different diagnostic cues (Morrison &
Schyns, 2001; Schyns & Oliva, 1997, 1999).
Previous studies have shown that a male—
female categorization relies more on low than
high SFs (Deruelle & Fagot, 2005; Goffaux,
Jemel, Jacques, Rossion, & Schyns, 2003). In
fact, many face-encoding tasks show this pref-
erence, as low SFs has a general primacy over
high SFs in face encoding (Goffaux, Gauthier,
et al., 2003; Goffaux & Rossion, 2006). None-
theless, the literature reports face categorization
tasks, wherein a bias of high or middle SFs was
found (X. Gao & Maurer, 2011; Schyns &
Oliva, 1999; Vuilleumier et al., 2003). There-
fore, it would be of great value to test the
visual stimulation we implemented here, brief
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dynamic sequences in CtF and FtC order, in
tasks other than the male—female categoriza-
tion task we used. For instance, facial identity
and categorization of facial expressions tasks,
as well as finer facial categorization levels,
could be designed for future investigations.
Indeed, it could be expected that for such finer
categorization tasks, an FtC processing might
be predominant. It is likely that the CtF and
the diagnostic approaches might coexist and
simultaneously operate in the visual system.
However, it is unclear how they relate. We
expect that future studies will provide a better
understanding on this issue.

To summarize, the current work provides
new evidence on the precedence of low over
high SFs in the processing time course of hu-
man face categorization in both brain hemi-
spheres. We used an interesting experimental
design that simulates the default CtF processing
and its FtC alternate mode in a divided visual
field. It seems that face categorization is more
stable across brain hemispheres and does not
switch the order of SF integration, unlike other
stimuli processing does, such as in landscapes
of natural scenes that might perform FtC pro-
cessing in the left hemisphere. Beyond face
perception, influential models assume that the
CtF strategy is the default mode of the visual
system. Therefore, the current study adds evi-
dence at the behavioral level using complex
stimuli with ecological value. In future studies,
it would be of great value to use this experi-
mental design with different face-processing
tasks.
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